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Abstract

The rapid growth of computer technology and innovation has played a significant role

in the rise of computer automation of human tasks in modem production systems across

all industries. Although the rationale for automation has been to eliminate "human error"

or to relieve humans from manual repetitive tasks, various computer-related hazards and_

accidents have emerged as a direct result of increased system complexity attributed to

computer automation. The risk assessment techniques utilized for electromechanical

systems are not suitable for today's software-intensive systems or complex human-

computer controlled systems.

This thesis will propose a new systemic model-based framework for analyzing risk in

safety-critical systems where both computers and humans are controlling safety-critical

functions. A new systems accident model will be developed based upon modem systems

theory and human cognitive processes to better characterize system accidents, the role of

human operators, and the influence of sot_ware in its direct control of significant system

functions. Better risk assessments will then be achievable through the application of this

new framework to complex human-computer controlled systems.
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Chapter 1

Thesis Introduction

1.1 Motivation

Significant advances in computer and software technology have led to the development

and deployment of human-computer controlled systems at a remarkable rate. The advent

of very compact, very powerful digital computers has made it possible to automate a great

many processes that formerly required large, complex machinery (if they could be

automated at all) [ 1]. However, system designs with the intention of automating human

tasks have increased the complexity of the systems and have decreased the usability of the

systems. Various interactions of human operators with these complex systems have led to

new types of computer-related hazards and accidents. Furthermore, conventional,

established methods for risk evaluation and hazard analysis are no longer applicable or

effective fbr these new complex systems.

The motivation for this thesis is to develop a more accurate approach to risk assessment

for today's complex systems and provide a means to improve the safety culture within

industries and organizations. By raising awareness on the importance of system safety, the

number of accidents and associated loss of human life can ultimately be reduced.
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1.2 Problem Statement

Given that traditional methods are no longer effective and a new approach for risk

assessment in complex systems must be developed, what fundamentals from current

human error models can be integrated into a new framework? What aspects of modern

systems theory and organizational theory can be incorporated into a new accident model

to explain system accidents where critical operations and functions are under the control

of software systems?

1.3 Goals and Objectives

This research will examine traditional risk assessment techniques in addition to current

human error models and will evaluate the various strengths and weaknesses of those

models. This thesis will propose a pragmatic framework consisting of a new accident

model that incorporates the beneficial aspects of current human error modeling, while

also accounting for the roles of software, complex cognitive processes, root causes, and

traditional component failures. A case study will be drawn from the application of the

new framework to a complex system called MAPS (Mobility and Positioning Software).

1.4 Thesis Outline

The chapter layout of this thesis is as follows:

• This chapter (Chapter 1) provides the introduction and motivation for this thesis.

• Chapter 2 studies the recent accidents of the Ariane 5 launcher, Titan IVB booster,

Mars Climate Orbiter, and Mars Polar Lander missions.
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• Chapter3 discussestraditionalrisk assessmentapproaches.

• Chapter4 illustratestheclassicaccidentmodelsutilizedin accidentresearch.

• Chapter5 proposesanewframeworkfor risk assessmentbasedonanewholistic

systemsaccidentmodel.

• Chapter6 presentsacasestudyin whichthenewframeworkis appliedto theMAPS

system.

• Chapter7 summarizestheresearchdonefor this thesisandmakesrecommendations

for futureresearch.
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Chapter 2

Accidents and Causality

2.1 Overview

As defined by Leveson, an accident is "an undesired and unplanned (but not necessarily

unexpected) event that results in (at least) a specified level of loss" [2]. Leveson states

that although an accident is undesired or unintentional, it may or may not be a foreseen

event; accidents occur even when preventive and remedial measures are planned and

taken to avert an event which results in some type of damage to life, property, or the

environment [2].

This chapter will briefly analyze recent accidents involving human-computer controlled

systems, their accident investigations, and their true root causes for failure.

2.2 Ariane 5

The Ariane 5 launcher was a new satellite launcher jointly developed by the European

Space Agency (ESA) and the Centre National d'Etudes Spatiales (CNES). As

documented in the Ariane 5 Flight 501 Failure report [3], the Ariane 5 launched on its

maiden flight on June 4, 1996 but veered off its flight path 40 seconds into the launch,

broke up, and exploded. Key members of the Ariane 5 joint project team immediately

conducted an accident investigation and constructed a chain of technical events (see

Appendix A) which offered a detailed account of the failure. They concluded the primary
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causeof thefailurewasa softwareexceptionthathadoccurredin bothof theInertial

ReferenceSystem(SRI)units.Thesetwo duplicateSRIunitswereoperatingin parallel

(theprimaryunitwasactivewhile thesecondaryunit wasonstand-byin caseof a

malfunctionin theprimary)in thebeliefthatreliability wouldbeimprovedwith

equipmentredundancy.However,whentheprimarySRIunit failedwith thesoftware

exception,theswitch-overto thesecondarySR!unit couldnotbeperformedbecausethe

secondarySRIunit hadalsofaileddueto thesamesoftwareexception.

Theaccidentinvestigationalsorevealedthatthesoftwareexceptionoccurredin aportion

of thesoftwareprogram(thealignmentfunction)whichwasrequiredonly for pre-liftoff -

activitiesanddid notserveanypurposeoncethelauncherlifted-off. This functionwasa

softwarerequirementfor thepredecessorlauncher,Ariane4, but notarequirementfor the

Ariane5 launcher.Thereportclaimed"it wasmaintainedfor commonalityreasons,

presumablyontheview that,unlessprovennecessary,it wasnotwiseto makechangesin

softwarewhichworkedwell onAriane4" [3].

AlthoughtheAriane5 accidentinvestigationspecifiedthetechnicaldetailsthatled to the

failure in its chainof events"model", theinvestigationfailedto adequatelyaddressthe

root causeof theaccident.It did notsufficientlyanalyzethekeydeficienciesin

management,organizationalstructure,socialculture,andrelevantpoliciesthatdirectly

factoredinto thecausalityof theaccident.
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2.3 Titan IVB Centaur Failure

The Titan IVB booster was developed by Lockheed Martin Astronautics for the United

States Air Force to provide heavy lift access into space equivalent to space shuttle

payload capacity. With the Centaur upper stage, the Titan IVB had the capability of lifting

over 13,000 pounds into geosynchronous orbit.

On April 30, 1999, the Titan IVB was launched with a Milstar military communications

satellite as its payload. However, the Centaur upper stage malfunctioned, causing the

stage to misfire and placed the Milstar satellite into the wrong orbit. The Air Force Space

Command declared the Milstar satellite a complete loss on May 4, 1999.

The accident investigation revealed that a Lockheed Martin software engineer had entered

-0.1992476 instead of-1.992476 in a last-minute guidance update to the Centaur software

[4]. Loaded with this incorrect value, the Centaur lost all attitude control and sent it into

an incorrect low orbit. Subsequently, the Milstar satellite separated from the Centaur in a

fatal final orbit.

The Titan IVB accident investigation board stated that "faulty Centaur upper stage

software development, testing and quality assurance process failed to detect and correct a

human error made during manual entry of data values into the Centaur's flight software

file" [5]. But what were the root causes that prompted the development process to fall

into that state?
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2.4 Mars Climate Orbiter (MCO)

On December 11, 1998, the National Aeronautics and Space Administration (NASA)

launched the $125 million Mars Climate Orbiter in its mission as the first interplanetary

weather satellite. The MCO was to operate for up to five years in a polar orbit to study the

Martian weather and relay communications from an upcoming mission called Mars Polar

Lander (MPL), which was scheduled to land on Mars in December 1999. The MCO and

MPL were part of NASA's strategic program of robotic exploration of Mars to help

scientists understand Mars' water history and potential for life on the planet.

Following the 9-month journey from Earth to Mars, the MCO was scheduled to fire its

primary engine to commence an elliptical orbit around Mars. On September 23, 1999,

NASA lost the MCO when it entered Mars' atmosphere on a trajectory lower than

planned. According to the Mars Climate Orbiter Mishap Investigation Board report [6],

the root cause of the MCO loss was the failure to utilize metric units in the development

of a ground software file ("Small Forces") used in trajectory models. The thruster

performance data was required to be in metric units according to software interface

specifications; however, the data was recorded in English units. This miscommunication

occurred between the MCO spacecraft team at Lockheed Martin Astronautics (LMA) in

Colorado and the MCO mission navigation team at the Jet Propulsion Lab (JPL) in

California.

While the MCO Mishap Investigation Board report depicted the chain of events of the

accident and attempted to do some form of causal analysis (see Appendix B), the report
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did notsufficientlyidentify theconstraintsor lackof constraintsthatallowedthe

contributingcausesof theMCOsoftwareinterfaceproblem.Whatwerethesocial

dynamicsandorganizationalcultureof theMarsprojectteams?Did governmentalor

socioeconomicpoliciesandconditionshaveanegativeeffecton theMCO project

development?

2.5 Mars Polar Lander (MPL)

TheMarsPolarLanderwaslaunchedon January 3, 1999 on a 90-day mission to land on

Mars, study the Martian climate, and examine the subsoil for signs of water, an essential

prerequisite for life. This spacecraft was designed to send its data to the MCO for relaying

back to Earth; this plan was eliminated by the aforementioned loss of the MCO on

September 23, 1999. However, the MPL had the ability for direct communication to Earth

via its X-band radio and medium-gain antenna (MGA).

After an 11-month voyage, the MPL arrived at Mars and had a landing zone targeted near

the edge of the south polar layered terrain. The lander was to be the fourth craft to

touchdown on Mars and the first at the south pole. On December 3, 1999, the MPL

approached Mars at its entry attitude at 12:02 p.m. PST. The lander touchdown was

expected to occur at 12:14 p.m. P ST, with a 45-minute data transmission to Earth

scheduled to begin 12 minutes later [7]. However, the MPL failed to make contact to

Earth hours after its presumed landing.
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Theaccidentinvestigationrevealedthata spurioussignalmayhavebeengeneratedwhen

thelandinglegsweredeployedatanaltitudeof about1500metersandeventuallycaused

theMPL flight softwareto prematurelyshutdownthedescentenginesat40metersabove

thesurfaceof Mars[7]. TheMPL flight softwarewasdesignedto initiatedescentengine

shutdownwhenthefirst landinglegsensedtouchdown.Bydesign,thetouchdown

sensorsroutinelygenerateda falsemomentarysignalwhenthelegsweredeployedto the

landingpositionfromtheir stowedposition. TheMPL flight softwarewasrequiredto

ignoretheseevents;however,thisrequirementwasnotproperlyimplementedin the

software.ThedeployedMPL flight softwareincorrectlyrecordedspurioussignalsfrom

legdeploymentactionsasvalid touchdownevents.Figure2-1 illustratestheflawedlogic-

in thefunctionalflow of theMPL flight softwarewherea sot_wareindicatorwasnot

properlyreset(IndicatorState = FALSE designated by "MISSING FROM MPL" in the

Touchdown Monitor Execute function).

The logic commenced with initialization of variables in the Touchdown Monitor Start

(TDM_Start) function. The logic then continued to the Touchdown Monitor Execute

(TDM_Execute) function to read sensor status from the I/O card and check the Radar for

40-meter altitude (Event Enabled = Enabled). When the Radar detected an altitude of 40

meters, the MPL flight software started the Touchdown Monitor Enable (TDM_Enable)

function. With the Indicator State not properly reset to False, the MPL flight software

was designed to shutdown the descent engines given the "touchdown state" of the

variables. Consequently, the MPL may have undergone a free fall due to the premature
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engine shutdown and crashed into Mars' surface at a velocity of 22 meters per second (50

miles per hour) [7].

In the Report on the Loss of the Mars Polar Lander and Deep Space 2 Missions [7], the

Jet Propulsion Laboratory (JPL) Special Review Board documented its findings while the

MPL Mission Safety and Success Team (MSST) provided its detailed analysis on the

missions. The Special Review Board investigated financial and organizational factors that

may have contributed to the accident. The MPL development and operations teams were

tasked with building the MPL spacecraft and landing it on Mars for approximately half

the cost of the Mars Pathfinder mission. The project teams were understaffed and had to

endure excessive overtime to complete the work. The tight funding constraints led to

inter-group communication breakdowns and insufficient time to follow a proper

development and test process.

The MPL spacecraft was on route to Mars when the Mars Climate Orbiter mission was

lost for approximately 2 months. The MPL Mission Safety and Success Team (MSST)

was formed to investigate any potential problems for the MPL, which may have been

exposed to the same failures encountered in the MCO mission. The MSST was

responsible for developing a fault-tree and failure modes analysis for the Entry, Descent,

and Landing (EDL) phases of the MPL (see Figure 2-2). According to their assessment,

the MSST did not have any concerns with "the description of the software design and

testing provided at that time by LMA" [7]. The MSST published their findings in the JPL

IOM 3130-CWW-001 report on December 1, 1999. Subsequently, the MPL mission was
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lost2 dayslater.If a detailedfailuremodeanalysisorhazardanalysishadbeenconducted

moreupstreamduringthedesign/developmentprocessof theMPL, couldthis accident

havebeenprevented?

Theaccidentsandresultinginvestigationsintocausalityin this chapterillustratedthe

variousproblemsthathaverecentlyemergedfrom complexhuman-computercontrolled

systems.Thenextchapterwill surveythestrengthsandweaknessesof traditionalrisk

assessmentmethodsutilizedto assessaccidentrisk.
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Chapter 3

Traditional Risk Assessment Approaches

3.1 Overview

Leveson defines the term "risk" as "a combination of the likelihood of an accident and the

severity of the potential consequences" [2]. The likelihood component of risk is more

difficult to estimate than the severity component of risk. Risk assessment and analysis

entails the identification and evaluation of hazards, environmental conditions, and

exposure/duration. Through information obtained through proper risk assessment, the

occurrence of accidents can be reduced.

Cost-benefit analysis under uncertainty, decision analysis, and probabilistic risk

assessment are three traditional risk assessment methodologies pertaining to decision

making that must take into consideration the presence of significant risk.

3.2 Cost-benefit Analysis Under Uncertainty

Cost-benefit analysis first gained prominence in the 1930s when the U.S. Army Corps of

Engineers adopted it for evaluating water-resource projects. Its origins lie in economic

theory, particularly in the economics of social welfare and resource allocation [8]. This

approach aims to quantify all benefits and costs over the lifetime of a project in terms of

monetary value. These streams of benefits and costs over time are compared primarily

through discount rates to decide on which option has the highest proportion of benefits

over risks.
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Roweoffersafour-stageprocessfor leveragingcost-benefitanalysisto evaluatethe

relevantbenefitsandrisks:

1) AnalyzeDirectEconomicBenefitsandCosts.

2) AnalyzeIndirectandNon-quantitativeEffects.

3) ExamineCostof AdditionalRisk Reduction.

4) ReconcileInequities.

Rowestatesthat"the centralquestionin this risk-reductionanalysisis determiningthe

point atwhichrisk hasbeensufficientlyreduced"andacknowledgesthedifficulty in

definingthemetricsfor theterm"sufficiently" [8].

A weaknessof cost-benefitanalysisis its substantialrelianceon immediate,tangible

economicconsequencesfor assessinguncertainties.Anotherissueis thatthis approach

requiresamonetaryvaluebeplacedon thelossof humanlife. This primaryfocuson

economictheoryandconsequencesmakescost-benefitanalysisanunsuitablechoicefor

assessingandreducingrisk of complexsystems.

3.3 DecisionAnalysis

Decisionanalysishasits originsin thetheoryof individual decisionmakingdevelopedby

vonNeumannandMorgenstern(1947)andSavage(1954).Thisstructuredmethodology

for decisionmakingincorporatesdecisiontreesandmulti-objectiveanalysis.A thorough

decisionanalysishasfive mainsteps[8]:

1. Structure the Problem: Identify relevant alternatives, consequences, and

sources of uncertainty.
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2. Assess Probabilities: Quantify uncertainties about present and future states of

the world as probabilities.

3. Assess Preferences: Use subjective value judgements (i.e., utilities) and

accommodate attitudes toward risk (i.e., risk aversion and risk proneness).

4. Evaluate Alternatives: Summarize the attractiveness of each alternative by

its expected utility and weigh them by their corresponding probabilities of

occurrence.

5. Perform Sensitivity Analysis and Analyze Value of Information:

Reexamine outcomes after changing components, utilities, or probabilities and

assess the value of gathering additional information that may alter the

recommended decision.

The key elements of probabilities, utility functions, and structure in decision analysis are

all subjective in nature. The underlying theory of decision analysis is tailored towards an

individual decision-maker. Uncertainties are accommodated in the form of probabilities

for calculating the utilities of options.

Probabilities in decision analysis represent an individual's degree of belief about the

world, not a property of the world [8]. Decision analysis allows one to make predictions

based on past failures or extrapolate from them, believing that the analyzed entity will be

subject to essentially the same conditions in the future. Thus, the applicability of decision

analysis is very limited for preventing accidents and reducing risk in technology-based,

complex systems due to their evolving and dynamic characteristics.
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3.4 Probabilistic Risk Assessment

Probabilistic risk assessment (PRA) entails analyzing risk as a function of probabilities

and consequences. Rowe describes risk estimation as a process that involves the

following steps [9]:

• The probability of the occurrence of a hazardous event

• The probabilities of the outcomes of this event

• The probability of exposure to the outcomes

• The probabilities of'consequences'

Logical tree models such as fault trees and event trees are utilized to identify prospective-

areas of risk and potential improvements. A fault tree starts with a system failure and then

traces back to possible root causes. An event tree commences on an initiating event and

progresses forward in time with consideration to failure probabilities of components

between the initiating event and an unwanted result. Leveson elegantly illustrates how the

same event can be displayed in an event tree and in a fault tree (see Figure 3-1).

The fault tree is a very powerful tool for investigating faults in complex systems.

However, according to Lees, one limitation of a fault tree is that "it is a representation of

the state of the system at one instant in time and in principle it is not well adapted to

handling systems in which the defined events and states relate to different instants in

time, such as a process system" [ 10].
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The event tree can be utilized to define accident scenarios as representatives of classes of

events and can be associated with a finite probability value. Even so, Amendola claims

that a major drawback to the event tree is that it is "a modeling technique which hardly

gives an adequate account of dynamic processes interacting with systems' states, which is

what an operator is in reality confronted with" [ 11 ]. Pyy and Wahlstrom also contend that

"if there are possibilities for branching into more than two directions or loops and

dependencies between different event trees, modeling is no longer possible by using

ordinary event trees; thus, the model is not good in complex man-machine interactions"

[11].

Probabilistic risk assessment requires a set of precedents to estimate over; that is, a series

of developments of similar nature for which the performance and cost history is known

[ 12]. However, for newly developed complex systems, comparable data does not

necessarily exist. Leveson asserts that even if past experience is available and could be

used, it might not be a valid predictor of future risk unless the system and its environment

remain static, which is unlikely [13]. Complex systems of today are dynamic in nature as

they attempt to keep pace with rapid advancements in technology; the system designs of

these complex systems must account for new failure modes and must be developed while

not knowing the entire scope of the potential risk factors and design ramifications. Small

changes may substantially alter the risk involved [ 14]. Hence, the analysis of historical

data from similar systems for estimating future risk would not be an appropriate risk

assessment approach for human-computer controlled systems.
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3.5 Human Reliability Analysis

Human reliability analysis (HRA) accommodates the aspects of human failures and

mistakes and their effect on accident risk. The Technique for Human Error Rate

Prediction (THERP) and time-reliability techniques are two HRA tools developed for use

in PRA (explained in the previous section).

THERP is one of the most extensively used human reliability analysis techniques. In

THERP, the operator's actions are considered in the same way as the success or failure of

a system component. The operator's tasks are decomposed into task elements and

essentially are component outputs in the system. The goal of THERP is "to predict human

error probabilities and to evaluate degradation of a man-machine system likely to be

caused by human errors alone or in connection with equipment functioning, operational

procedures and practices, or other system and human characteristics that influence system

behavior" [ 15]. THERP utilizes a form of the event tree called the "probability tree

diagram." The four-step process for THERP is as follows:

• Identify the system functions that may be influenced by human error.

• List and analyze the related human operations.

• Estimate the relevant error probabilities based on historical data and expert

judgement.

• Estimate the effects of human error on system failure events.

Time-reliability techniques such as operator action trees (OATS) focus on quantifying

post-accident errors on the basis of time-reliability curves. The OATS technique assesses
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operatorerrorsduringaccidentandaberrantconditionsandprovideserror typeswith

associatedprobabilitiesto beusedin conjunctionwith PRA.Reasoning,diagnosis,and

strategyselectionarethetypesof cognitiveerrorsthatOATSconcentrateson.The

cognitiveerrorsarequantifiedby time-reliabilitycurves,which identifytheprobabilityof

failureasa functionof thetimeintervalbetweenthemomentatwhichtherelevant

warningsignalsareevidentto whenactionshouldbetakento achievesuccessfulrecovery

[16].

While thesehumanreliability assessmentapproachesprovidepowerfultools to assess

risk, the estimation of the probabilities for human error in complex systems is a very

difficult facet intrinsic to these approaches. According to Rasmussen, human variability

in cognitive tasks, slips of memory, and mistakes are difficult to identify or to use for

predictive purposes. Rasmussen claims that "the sequence of arguments an operator will

use during problem solving cannot be described in general terms, the goal to pursue must

be explicitly considered, and the actual choice depends on very subjective and situation-

dependent features" [17]. Thus, Rasmussen's reasoning implies that operator tasks

cannot be separated from their context.

Another weakness of human reliability assessment is that the techniques do not apply to

emergency situations; Leveson has found that very little data on human errors in

emergencies is available [2]. In general, the probability of ineffective behavior during

emergency situations is greater than during normal processing; the probability of error

decreases as response time increases. Hence, probability rates for human error are
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difficult to derivefrom accidentreportssincecognitivedatawith respectto emergency

situationsis noteasilyattainable.

Giventhesetraditionalrisk assessmenttechniques,thenextchapterwill focuson

traditionalaccidentmodelsthat explainhow accidentshaveoccurred.
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Chapter 4

Traditional Accident Models

4.1 Overview

For those accidents that do occur, accident models provide a mechanism for

understanding the events and conditions that led to the resulting accident. Accident

models also offer a means to learn how to prevent future accidents from happening. This

chapter will present a survey of key accident models.

4.2 Process Models

A process model for an accident represents an accident as a flow of events with time as

the basic variable. The domino theory model, multilinear events sequence model, and

chain-of-events model are examples of process models.

4.2.1 Domino Theory (Heinrich)

Developed by Heinrich in 1959, the domino theory of accidents is an early variant that

models an accident as a one-dimensional sequence of events [ 17]. The five factors in the

domino theory are:

1. Ancestry and social environment

2. Fault of person

3. Unsafe act and/or mechanical or physical hazard

4. Accident

5. Injury
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Onestepisdependentonanotherandonestepfollowsbecauseof another.Thus,the

modelcomprisesasequencethatmaybecomparedwith arow of dominoesplacedonend

andin suchalignmentin relationto oneanotherthatthefall of thefirst domino

precipitatesthefall of theentirerow [18].Heinrichsuggeststhattheremovalof the

centraldomino(unsafeactor hazard)will leadto accidentprevention.

4.2.2 Updated Domino Theory (Bird)

In 1974, Bird updated the domino theory to incorporate the following five key loss

control factors in an accident sequence [ 18]:

1. Lack of control - Management

2. Basic cause - Origins

3. Immediate causes - Symptoms

4. Accident - Contact

5. Injury - Damage, Loss

Bird's theory introduces the need to assess the impact of management systems and

managerial error in the causation sequence.

4.2.3 Updated Domino Theory (Weaver)

Weaver made another update to the domino theory by strongly focusing on operational

error. As depicted in Figure 4-1, Weaver developed the notion of"locate and define

operational error" in order to facilitate causal analysis and corrective action for

supervisory-management practices.
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Figure 4-1: Updated Domino Theory (Weaver)

Weaver claims that "behind any proximate cause (unsafe act and/or condition) ascribed to

an accident lie management practices in policy, priorities, organization structure,

decision-making, evaluation, control, and administration" [18]. The "whether" question

pertains to whether or not the organization possessed knowledge of the available safety
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technology. The "why" question scrutinizes the operational errors in areas such as

management policy, responsibility, and rules.

4.2.4 Multilinear Events Sequence Model

Benner created the multilinear events sequence model in 1975 to model the process of an

accident as a succession of events that represent the interactions between various actors of

the system. Also called the P (for perturbation) theory of accidents, this model depicts an

injury as the result of an actor failing to adapt to disturbances within the system.

4.2.5 Chain-of-Events Accident Model

The chain-of-events accident model organizes causal factors for accidents into a chain in

chronological sequence. By eliminating or modifying specific events in the chain, the

accident may be prevented.

As an example, the authors of the Ariane 5 Accident Report followed the chain-of-events

accident model through explaining the chronological sequence and relationships of

technical events that led to the Ariane 5 failure. In Section 2.1 "Chain of Technical

Events ", the report documents "the chain of events, their inter-relations, and causes" by

"starting with the destruction of the launcher and tracking back in time towards the

primary cause" [3]. The report also concludes that "it is established beyond reasonable

doubt that the chain of events set out above reflects the technical causes of the failure of

Ariane 501" [3].

one below:

A chain-of-events accident model for the Ariane 5 could look like the
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I Alignment function operates for 50 secs after InertialReference System (SRI) flight mode start

I Alignment function receives high velocityvalues due to Ariane 5 trajectory

Unprotected data conversion instructions in

Alignment function generate operand error

÷ _,
sR,1Iback-up/_,sesso_areexcep"onI ISR,2ra,sessameso_a_ex_pt'onand

and ceases to function I I ceases to function

I

iOn-Boar_Compu,er/OBC/_a_s,nva,,_a_,tude_ataIand cannot switch to SRI 1 (back-up)

Ariane 5 full nozzle defections occur from

OBC commands

I Ariane 5 flies at angle of attack of more than20 degrees

+
Ariane 5 boosters separate from main stage I

i

Ariane 5 triggers self-destruct system and I I

explodes I I

Ariane 5 launcher endures high aerodynamic

loads

Ariane 5 launcher starts to disintegrate

Figure 4-2: Proposed Chain-of-Events Accident Model for Ariane 5 Failure
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A weaknessthatLevesonpointsout in thechain-of-eventsaccidentmodelis thatthereis

no realstoppingpointwhentracingeventsbackfrom anaccident,yetmanyof the

precedingeventsarenotrelevantto thedesignof preventionprocedures[2]. Another

drawbackis thesubjectivityin thechoiceof whicheventsareincludedin a chain-of-

eventsaccidentmodel.

4.2.6 INRS Model

The INRS (French National Institute of Scientific Research) model by Monteau in 1977 is

a chain-of-events model illustrating that error production results from changes in the

"usual" condition [ 18]. These changes or deviations are assigned to one of the following

categories: the operator, the machine, the surrounding environment, and the man-machine

interaction (task).

The INRS model organizes events as event chain relationships or confluence

relationships. The event chain relationship signifies that event Y occurs if event X occurs;

this relationship is denoted by X --_ Y. The confluence relationship event Y occurs if

independent events XI and X2 occur; this relationship is symbolized by:

Xl

X2 -_]_ Y

Figure 4-3 shows an analysis of event relationships in an accident scenario using the

INRS model.
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Figure 4-2: INRS Model
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4.2.7 NTSB Model

The preceding chain-of-events models did not adequately facilitate the incorporation of

societal conditions, organizational structures, safety culture, or other system-related

factors. The National Transportation Safety Board (NTSB) model of accidents was

developed in the 1970s to provide a model and a sequencing method that described

accidents as patterns of direct events/factors stemming from contributory factors, which

in turn arise from systemic factors [2]. Figure 4-3 illustrates an example of an NTSB

model for an accident.
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Figure 4-3: NTSB Model

4.2.8 MORT Model

Johnson argues that simple chain-of-events models fail to recognize the role of purpose,

goal, performance, and supervisory control and intervention, and thus are not appropriate

for occupational accidents [2]. Johnson created the Management Oversight and Risk Tree

(MORT) model to accommodate multiple system factors and conditions with respect to

management, safety programs, supervision, and maintenance, among others.
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Johnson based his model on the following six error-reduction concepts [19]:

1. Errors are inevitable (rate-measurable) concommitant [sic] of doing work or

anything.

2. Situations may be error-provocative - changing the situation will likely do

more than elocution or discipline.

3. Many error definitions are "forensic" (which is dabatable [sic], imprecise, and

ineffective) rather than precise.

4. Errors at one level mirror service deficiencies at a higher level.

5. People mirror their bosses -if management problems are solved intuitively, or

if chance is relied on for non-accident records, long-term success is unlikely. -

6. Conventional methods of documenting organizational procedures seem to be

somewhat error-provocative.

Johnson proposes that human errors existing at lower levels of the organization are

symptoms of problems at higher levels of the organization. He also suggests that human

error can be reduced through a change in the situation. This change can be accomplished

by assistance from the outside (staff safety, line management, etc.), working within a

corporate philosophy, through study of the situation, and through participation of the

individual worker [ 19].

Johnson based the format of the MORT model on logic diagrams and checklists; accident

factors and evaluation criteria are presented in a fault tree format and are connected by

logical gates to show relationships. Johnson's MORT model in Figure 4-4 shows how

injuries, damage, or other losses arise from job oversights or assumed risks.
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Figure 4-4: MORT Model
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4.3 Energy Models

As one of the earliest models to explain accident causality, the energy model

characterizes accidents as the outcome of an unwanted or uncontrolled release of energy.

According to this model, accidents can be prevented by establishing barriers between the

energy source and the object that may be affected.

Ball developed a causation model based on the concept that energy release is a primary

factor in the cause of accidents. The Ball energy model (see Figure 4-5) suggests that all

accidents are caused by hazards, and all hazards involve energy, either due to

involvement with destructive energy sources or due to a lack of critical energy needs [ 18]_

I
Destructive Energy Sources

ALL HAZARDS INVOLVE ENERGY
I

I I ,
High-energy High-energy Low-energy
environment component phenomena

Energy Release / Transfer Mechanism
I

I

Critical Energy Needs

I
I I

Physical Physiological
needs needs

I I
1

Energy Loss / Excess Demand Mechanism
I

I
Unsafe Condition

I
I I

Design Manufacturing
I 1

I

Unsafe Act
I

I t

Procedure Supervision
I I

HAZARD CONTROL DEFICIENCY

Source: [18]

Figure 4-5: Energy Model (BAH)
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Ball identifiestwo typesof accidents:energytransformationandenergydeficiency.An

energytransformationaccidentresultswhenacontrolledform of energyis convertedto

anotherform thatnegativelyaffectspeopleor property(for example,anaccidentin which

thechemicalenergyof fuel transformedinto thethermalenergyof adestructivefire). An

energydeficiencyaccidenthappenswhentheenergyrequiredto executeaprimary

functionis notavailableandthesubsequentresultis injury to peopleordamageto

property(for example,thedestructionof aspacecraftafterit losesall electricalpowerand

controlfunctionsandthendisintegratesin space).

Zabetakispublishedafourthupdateof theDominotheory(seeSections4.2.1,4.2.2, _

4.2.3)in theMine SafetyandHealthAdministration(MSHA) safetymanual.In this

manualregardingaccidentcausation,Zabetakisdeclaredthatwithin theframeworkof the

Dominotheory,thedirectcauseof accidentsisanunplannedreleaseof energy(suchas

mechanical,electrical,chemical,thermal,or ionizingradiationenergy)and/orhazardous

material(suchascarbonmonoxide,carbondioxide,hydrogensulfide,methane,and

water)[18].

Figure4-6 demonstrates how an unsafe act or an unsafe condition can trigger unplanned

releases of energy and/or hazardous material and therefore cause an accident in Zabetakis'

energy model.
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Figure 4-6: Zabetakis' Updated Domino Theory / Energy Model
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4.4 Systems Theory Models

Systems theory models of accidents adhere to the perspective that accidents arise from

interrelationships and interactions among humans, machines, and the environment.

Rechtin defines systems as "collections of different things which together produce results

unachievable by the elements alone" [20]. Thus, systems theory focuses on the system as

a whole and emphasizes that systems, as constructs of related elements, can be studied in

the abstract, independent of their context (e.g., software, launch vehicles, communication

networks) [21 ].

According to Hale, the use of systems approach to safety research considers an individual

as one of the elements, both human and material, which interact within a defined system

boundary to produce a dynamic, adaptive response to that system's environment and to

move towards system goals. The human elements of the system differ from the material

ones in being (at least potentially) aware of the existence of the system and its goals and

being able to plan and carry out their behavior in the light of their predictions about its

outcome [9].

4.4.1 Leplat Systems Approach

Leplat defines an accident as a consequence of a dysfunctioning in the system that does

not work as planned [17]. He centered his systems approach on the identification and

reduction of dysfunctionings of the entire system. He believed that accidents were the

result of a network of causes rather than a single cause. Rather than specifying the system

variables to be considered or the system components to be investigated, Leplat
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emphasizedtheneedto assessproblemsin systemsfunctioningandproductionthat

allowedanaccidentto occur.Heproclaimedthat"to think of anaccidentin termsof a

systemis to searchfor themechanismswhichproducedit andfor thecharacteristicsof

thesystemwhichmaygiveanaccountof thisprocess"[ 17].

Leplatcategorizeddysfunctioningsinto two categories[17]:

1. Deficienciesin thearticulationof subsystems

2. Lackof link-upbetweentheelementsof asystem

Pertainingto thedeficienciesin thearticulationof subsystems,Leplatassertsthatthe

functioningof thesystemasawholereliesonthefunctioningof the individual

subsystemsaswell ason thesynergyof thefunctioningstowardsachievingthesystem

goals. Leplatlists thefollowing articulationfactorsin thecausationof accidents:

• Boundaryareasaszonesof insecurity(e.g.,poorlydefinedfunctional

responsibilitiesfor departmentswithin anorganization).

• Zonesof overlappingaszonesof insecurity(e.g.,conflictsdueto two or more

departmentswithin anorganizationaffectingthesamesystemelement).

• Asynchronousevolutionof thesubsystemsof asystem(e.g.,achangein one

subsystemdoesnotaccountfor its effecton anothersubsystem).

Poorlink-upbetweenelementswithin asystemmaybeaprimaryfactorleadingto

accidents.Deficient link-upsamongelementsor subsystemswithin asystemmay
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manifestthemselvesin formssuchaspoorcommunicationamongteamswithin an

organizationornon-correspondenceof individualcapabilitiesto job responsibilities.

4.4.2 Firenze Systems Model

In 1973, Firenze proposed his systems model that integrates the interactions of the

physical equipment, the human who performs tasks with the equipment, and the

environment where the process transpires [ 18].

Diagram A in Figure 4-7 shows the void that exists between the man-machine system and

its task. A sequence of processes must occur in order for the man-machine system to

reach the system goal.

As depicted in Diagram B of Figure 4-7, man must make decisions based on the various

information and data available. With better information, man can make better decisions

and reduce the risk involved. With poor or inaccurate information, man is susceptible to

flawed decisions and bad risks, which could directly lead to accidents. With the decisions

made, man will take risks as he depends on the equipment to perform effectively and the

environment to support the functions to attain his objective.

Diagram C in Figure 4-7 illustrates the effect of variables known as "stressors" (of

psychological, physiological, or physical origin) that can block man's decision-making

capability [18].
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Figure 4-7: Firenze Systems Model
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Firenze contends that even with sufficient information, training and capability, man is not

perfect and will still make errors under certain circumstances which could lead to an

accident. He does state that "chances are that if his decision-making ability is sufficiently

developed, along with his comprehension of the hazards connected with his job, and his

ability to anticipate and counter accident situations, he stands a better chance of surviving

without injuries than if he had no comprehension of the problem at all" [18].

4.4.3 Perrow System Accident Model

Perrow defines a "system accident" or "normal accident" as the unanticipated interaction

of multiple failures resulting in damage to subsystems or the system as a whole,

disrupting the ongoing or future output of that system [22]. He states that the term

"normal accident" is meant to signify that multiple and unintended interactions of failures

are unavoidable given the system characteristics.

Perrow proposes that systems can be divided into four levels of increasing aggregation:

units, parts, subsystems, and system. Incidents entail the failure of or damage to parts or

units only, whereas accidents involve damage at the subsystem or system levels.

According to Perrow, component failure accidents happen when one or more linked

components (part, unit, or subsystem) in an anticipated sequence fails. Although system

accidents start with a component failure, the interaction of multiple failures in unexpected

ways is the one of the distinguishing characteristics of system accidents.
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4.5 Cognitive Models of Human Error

Cognitive models of human error take into account the psychological mechanisms that

govern human thought and action. Various models exist that represent the cognition

activities of man in performing particular tasks. The models described in this section are

cognitive models that focus on the influence of human error in the causation of accidents.

4.5.1 Human Error Contribution to Accident Causation (Reason)

Reason defines "error" as "a generic term to encompass all those occasions in which a

planned sequence of mental or physical activities fails to achieve its intended outcome,

and when these failures cannot be attributed to the intervention of some chance agency"

[16]. In considering human contribution to accidents in complex systems, Reason

distinguishes between two types of errors: "active errors" and "latent errors" [16].

Active errors have an immediate impact on the system and are associated with the

performance of operators interfacing with the system. Latent errors may lie dormant

within the system for a prolonged amount of time and may become evident only when

combined with other system factors. Designers, high-level decision makers, and managers

are among those responsible for introducing latent errors into a system. Operators are

often the inheritors of system defects originating from poor design or bad decisions.

Reason claims that latent errors "pose the greatest threat to the safety of high-technology

systems" [ 16].
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Figure4-8displayshow varioushumanerrorscancontributeto thebreakdownof

complexsystems,resultingin anaccident.
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Figure 4-8: Human Contributions to Accident Causation
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The premise of Reason's model is that fallible decisions made by system designers and

high-level decision makers are the root causes in a system accident. A window of

opportunity or weakness opens up for a system accident through the interaction of human

contribution, various planes of active/latent failures, and other system factors/events.

Thus, human cognition as it pertains to decisions made in the upstream design and

management processes plays a major role in the emergence of an accident in a complex

system.

4.5.2 Skill-Rule-Knowledge Model (Rasmussen)

Rasmussen's Skill-Rule-Knowledge model represents human cognition and behavior in

terms of a hierarchical control structure with three levels: skill-based behavior, rule-based

behavior, and knowledge-based behavior [23]. These three cognitive control levels and

their relationships are shown in Figure 4-9.

The skill-based behavior level denotes the sensory-motor performance of tasks achieved

without conscious control or attention. The sensed information at this level is perceived

as signals, which are continuous and quantitative indicators of the time-space behavior of

the environment [ 17]. These signals are processed purely as physical time-space data.

Human errors can appear at this level when the sensory-motor control is inadequate, the

internal model becomes unsynchronized with the environment, or the schema control

changes unintentionally.
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At the rule-based behavior level, the information is perceived as a sign if it proceeds to

trigger or change predetermined actions. These signs refer to behavior from previous

occurrences or by convention. Hence, the control at this level is teleologic in that the rule

or control is selected from earlier successful experiences [23]. Errors can arise when the

human recalls or activates rules incorrectly or when the human can not adapt properly to

system changes.

Whereas procedural knowledge is the focus for rule-based behavior, structural knowledge

and mental representations of system operations form the foundation for knowledge-

based behavior. The information is perceived as symbols, which refer to internal,

conceptual representations. Cassirer notes that "signs and symbols belong to two different

universes of discourse: a sign is part of the physical world of being, a symbol is part of

the human world of meaning" [23]. This knowledge-based behavior entails establishing a

goal and planning interactions with the environment.

At this functional reasoning level, the opportunity for error can occur in situations where

adaptation can not be accomplished due to limited knowledge/information and where bad

decisions negate achievable adaptation. As stated by Mach back in 1905: "Knowledge

and error flow from the same mental sources, only success can tell the one from the

other" [23].
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4.5.3 Generic Error-Modelling System (Reason)

Reason developed the Genetic Error-Modelling System (GEMS) as a cognitive

framework for locating various forms of human error. GEMS attempts to integrate two

types of errors [16]:

1. Slips and lapses, in which actions deviate from intention as a result of execution

failures or storage failures.

2. Mistakes, in which actions may run according to plan but the plan is inadequate

in terms of attaining its preferred outcome.

Although based on Rasmussen's Skill-Rule-Knowledge model, GEMS provides a more

integrative model of error mechanisms operating at all three levels of skill-based, rule-

based, and knowledge-based performance (see Figure 4-10).

The operations for GEMS fall into two categories: those preceding problem detection

(skill-based) and those following the problem (rule-based and knowledge-based). Reason

asserts that the key feature of GEMS is that, when confronting a problem, human beings

are strongly biased to establishing (via automatic pattern matching at the rule-based level)

whether or not local indications have been previously encountered as opposed to resorting

to the more effortful knowledge-based level (even where the latter is demanded from the

outset) [ 16]. Errors at the skill-based level can be attributed primarily to monitoring

failures whereas mistakes at the rule-based and knowledge-based levels are coupled with

problem solving.
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Figure 4-10: Generic Error-Modelling Systems (GEMS)
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4.2.6 Internal Model of Operator (Kantowitz and Campbell)

Kantowitz and Campbell have researched the relationship between the operator and

automated systems with respect to the efficiency and safety of man-machine systems.

They have defined an internal model of the operator to be the operator's internal

representation and understanding of elements, dynamics, processes, inputs, and outputs of

a system [24]. The operator utilizes this internal model as an organizing schema for

planning various activities, hypothesizing about system component relationships, and

executing system tasks. The operator's success in accomplishing the goal of a specific

system task depends upon the accuracy and functionality of the internal model. Kantowitz

and Campbell also stress the importance for a "match" to exist among the operator's

internal model of the system, the operational characteristics of the system, and the

designer's model of the system.

Applying their theory to automation in aviation systems, Kantowitz and Campbell suggest

that designers for automated flightdecks can integrate pilots' mental models into their

system design in the following ways [24]:

• Match task demands to environmental demands.

• Provide timely and accurate feedback to the pilot.

• Design control configurations and display formats that are consistent with both

system performance and pilots' expectations for the system.

• Develop training strategies that facilitate the development of appropriate internal

models.
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Interfaces to man-machine systems as well as the relationship between a system stimulus

(e.g., a display) and a system response (e.g., a control action) greatly influence the

operator's cognitive representation of the system and its components. As depicted in

Figure 4-11, the combination of the varying aspects of system interface design, stimulus-

response (S-R) compatibility, and feedback alters the operator's workload, trust, and

internal representations of the automated system.
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Figure 4-11: Internal Model of Operator in Automated Systems
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The traditional accident models discussed in this chapter show the diverse methods to

represent and explain accidents. Each of these accident models has varying strengths and

weaknesses. Applied individually, each of them cannot comprehensively explain the

complex system accidents of today. The next chapter proposes a completely different and

new methodology for obtaining the appropriate data for effective risk assessment and

detecting potential problems before accidents can occur.
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Chapter 5

Model-based Fram ework for Risk Assessment

5.1 Overview

The framework proposed in this chapter is centered around the use of top-down hazard

analysis techniques in the upstream phases of development in order to identify hazards

and then eliminate or control them in the design of complex systems. The underlying

accident model for this framework is a holistic, systems theory-based model. Using top-

down hazard techniques, this framework facilitates the association of system errors to

human-induced errors, component interaction problems, software defects, or

organizational inadequacies within the context of the holistic systems model.

5.2 Holistic Systems Model

The underlying systems model utilized in this framework is adapted from Crawley's

model of the Total Holistic View of Product/Process Architecture [25]. As shown in

Figure 5-1, the model represents system attributes in the system attribute domain as

follows:

• Need: Purpose (Why the system is built)

• Goal: Performance (What the system does)

• Function: Behavior (How the system behaves)

• Form: Structure (Where the system "chunks" are)

• Timing: Action (When system events occur)

• Operator: Users (Who interacts with the system)
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Holistic Systems Model for System Attributes/Processes
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Figure 5-1: Holistic Systems Model for System Attributes/Processes

In the system process domain, the model represents system development processes as

follows:

• Need: Purpose (Why the system development process is in place)

• Goals: Performance, timeframe, cost, risk (What the system development

process is attempting to accomplish)

• Flow: Workflow analysis (How the system development process behaves)

• Station: Design station (Where the system development process occurs)

• Schedule: Plan (when the system development process occurs)

• Team: Organization (Who executes the system development process)
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This systemsmodelincorporatesaholisticapproachby consideringall influencesand

consequencesof factorsinteractingwith systemattributesandprocesses.This approach

nourishesviewpointsof totality andpromotescompletenessfor systemdesignand

operations.With respectto systemaccidentsor failures,thisapproachevaluatesthe

interactionsamongthesystemattributesandprocessesasawholeasopposedto

evaluatingfailureswithin individualsystemcomponents.Accidentsin complex systems

today are occurring where individual system components are functioning according to

specifications, yet the overall system is malfunctioning.

5.3 Upstream Influence Considerations

Plato stated back in 4 th Century B.C.: "The beginning is the most important part of the

work" [20]. As depicted in Figure 5-2, the holistic systems model accounts for

technological, organizational, managerial, regulatory, and safety influences, among

others, on the early phases of system development.

Market conditions and competition are key factors that influence the user/customer wants

and needs for a system. These factors shape the customer requirements for a system.

From market research and competitive analysis, a system architect can transform

customer desires and expectations into a set of directives to guide the system design

processes further downstream.

The customer needs are interpreted to define system goals. Corporate strategy, business

strategy, functional strategy, and other business environment aspects play significant roles
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in theformulationof systemgoalsastheyaredocumentedin systemspecifications.An

importantstepis to adequatelydocumentthedesignrationaleor intentof thesystem

specifications.

Systemfunctionsarederivedfrom theestablishedsystemgoals.Safetystrategyand

regulationsareupstreamfactorsthatgreatlyaffectthesystemfunctions.Compliance

with safetypolicies,federal/intemationalregulations,socioeconomicpolicies,and

standardsmustbeconsidered.

Systemform is thestructureof thephysical/logicalembodimentof thesystemfunctions.-

Organizationalculture,managementstrategy,andoperationsstrategyaresomeof the

upstreaminfluencesthatimpactthedevelopmentof thesystemform.Theselectionof

technologystrategywith respectto thedeploymentof newtechnologyor thereuseof

existingtechnologyisaprincipaldecision.

Systemconceptis thesystemvisionor ideathatmapssystemfunctionto systemform.

Systemconceptcanalsobecharacterizedasthespecificationof the list of design

parametersthat,whenspecified,will definethedesign.Systemfunctionandsystemform

areiteratedthroughconceptualdesignto allow theexecutionof all systemfunctions.
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Upstream Influences on System Attributes/Processes
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Figure 5-2: Upstream Influences on System Attributes/Processes

5.4 New Holistie Systems Accident Model

A new holistic systems accident model can be derived from the previously described

holistic systems model with consideration to the upstream influences on system attributes

and processes.

As presented in Figure 5-3, the holistic systems accident model illustrates the potential

conditions, factors, and influences on system attributes and processes that can cause an

accident or incident.
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Figure 5-3: New Holistic Systems Accident Model

The influences of corporate strategy, business strategy, safety strategy, and functional

strategy shape the definition of system goals. Incomplete or inadequate upstream

strategies can lead to system accidents as they directly affect the functionality, quality,
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andperformanceof thesystemaswell assettheexpectationsof systemoperatorsandend

users.

Governmental regulations, socioeconomic policies, and environmental conditions are

among the potential influences that can increase the risk of an accident. Budgetary

restrictions and cost-cutting measures can place undesirable constraints on the developed

system. A negligent safety culture can lead to system functionality with hazardous effects.

The system can transition into an unsafe condition or state due to poor management

strategy/policy, adverse organizational culture, flawed system development processes,

inappropriate technology strategy, or excessive complexity in human-computer interface

design. The effectiveness of the management and execution of system processes along

with the type of culture instilled within the organization developing the system are strong

indicators of whether or not an accident is likely to occur for that system.

Unsafe acts or bad decisions by the operator also increase the risk of a system accident.

Work overload, high-pressure work environments, and insufficient education/training are

some of the influential factors in causing an operator to perform an unsafe act or make a

decision to err. Poor management procedures and detrimental organizational culture can

give rise to unsafe system operations, which can cause a system accident.

This new holistic systems accident model is considerably different than the accident

models described in Chapter 4. By incorporating influences and factors on multiple
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hierarchicallevels,this newholisticsystemsaccidentmodeltakesacomprehensive

approachin modelingaccidentcausalityfrom managerial,organizational,regulatory,

educational,environmental,economic,technical,andhumancognitionperspectives.

Most of theaccidentmodelsconcentrateona specificaspectof accidentcausality.The

processaccidentmodels(dominotheory,multilineareventssequence,chain-of-events)

focuson thesequenceof eventsandfactorscontributingto anaccident,but theydonot

accountfor all of thehierarchicallevelsof causality.Theenergymodels(Ball, Zabetakis)

arecenteredontheunplannedreleaseof energyand/orhazardousmaterial,but theydo

not investigatefurtherinto thesystemicrootcausesof theenergyrelease.Thecognitive

modelsof humanerror(Reason,Rasmussen,KantowitzandCampbell) takethecore

approachof examiningpsychologicalmechanismsthatcontrolhumancognitionand

behaviorandthat causehumanerrororhumancontributionto accidents.

AlthoughtheLeplatsystemsapproach,Firenzesystemsmodel,andPerrowsystems

modelarebasedonsystemstheory,theydonot stresstheimportanceof upstream

influenceson thevariousstagesin thedesignanddevelopmentlife-cyclefor thesystem.

Additionally, thenewholisticsystemsaccidentmodelprobesintospecificsystem

attributesandsystemdevelopmentprocessesandtheir effectonaccidentcausality.
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5.5 New Risk Assessment Framework

Utilizing the new holistic systems accident model as a foundation, the following five

system safety steps comprise the key components for a risk assessment framework in

which to provide a measure of safety in the design and operation of human-computer

controlled systems:

1. Preliminary Hazard Analysis on System Functions

2. Fault Tree Analysis of System Function Hazards

3. Safety Design Constraint Identification for System Function Hazards

4. Mitigation Feature Assessment for System Function Hazards

5. Human-Machine Interface Design for System Form

The new holistic systems accident model affects how each system safety step is

performed by evaluating the new systemic view of accident causality through the multiple

hierarchical perspectives.

5.5.1 Preliminary Hazard Analysis on System Functions

The first step in this framework involves a Preliminary Hazard Analysis (PHA) conducted

on system functions early in the development process to identify potential hazards of the

system and exposures at the system boundaries. Identification of hazards during upstream

processes is crucial in order for the system architect to effectively derive the system

concept and form.

Leveson recommends the following steps for PHA [2]:
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1. Determinepotentialhazardsthatmightexistduringoperationof thesystem

andtheir relativemagnitude.

2. Developguidelines,specifications,andcriteriato follow in systemdesign.

3. Initiateactionsfor thecontrolof particularhazards.

4. Identifymanagementandtechnicalresponsibilitiesfor actionandrisk

acceptanceandassurethateffectivecontrolis exercisedoverthehazards.

5. Determinethemagnitudeandcomplexityof thesafetyproblemsin the

program(i.e.,how muchmanagementandengineeringattentionisrequiredto

minimizeandcontrolhazards).

Thenewholistic systemsaccidentmodelsteersthePHA to utilize a systemicapproachin-

its considerationof upstreaminfluencesonsystemattributesandsystemprocessesfor

ascertainingpotentialsystemfunctionhazards.

5.5.2 Fault Tree Analysis of System Function Hazards

For each significant hazard identified in the PHA, the framework utilizes the top-down

approach of a fault tree analysis (FTA) to analyze the causes of the system function

hazards. With initial assumptions made about the system state and environmental

conditions, the system architect determines lower level causal events and relationships

associated with the top level hazard event through the construction of fault trees (as was

shown in Figure 3-1 in Chapter 3). The analysis continues down each level of the fault

tree until a primary event is attained. The new holistic systems accident model guides the

analysis by assessing each level of the fault tree with consideration to human, technical,

management, organizational, and cultural influences, among others.
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5.5.3 Safety Design Constraint Identification for System Hazard Functions

Once the pertinent fault trees are constructed, the framework then entails the

identification of safety design requirements and constraints. The designer/analyst must

design safety into the system through the elimination, reduction, or control of the

identified system function hazards. Developing safety criteria for minimal damage is also

another important consideration for safety constraints.

Leveson provides the following useful categorization of safe design techniques (in order

of their precedence) [2]:

1. Hazard Elimination

,

• Substitution

• Simplification

• Decoupling

• Elimination of specific human errors

• Reduction of hazardous materials or conditions

Hazard Reduction

• Design for controllability

• Barriers (lockouts, lockins, interlocks)

• Failure minimization (redundancy, safety factors and safety margins)

Hazard Control

• Reducing exposure

• Isolation and containment
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.

• Protection systems and fail-safe design

Damage Reduction

After the initial safety design constraints are established, the system architect must make

refinements to the constraints through an iterative process. The impact of governmental

regulations, socioeconomic policies, and environment conditions must be considered with

respect to the new holistic systems accident model during the identification process of the

safety design constraints.

5.5.4 Mitigation Feature Assessment for System Hazard Functions

With the safety design constraints identified, the framework progresses to an assessment

of mitigation features to reduce the likelihood of the system function hazard leading to an

accident. Simple designs, well-defined interfaces, and intuitive procedures for operators

are conducive to improving system safety. Physical interlocks and software controls are

additional features that can be incorporated into the system design to facilitate fail-safe

operations. Using the new holistic systems accident model, mitigation features must be

assessed and implemented such that unsafe system conditions and hazardous system

functions are not manifested through the system.

5.5.5 Human-Machine Interface Design for System Form

Rechtin states that "the greatest leverage in architecting is at the interfaces" [20]. The

design of the human-machine interface (HMI) shapes the form of the system. By applying
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designprincipleswith respectto attainingefficienthuman-machineinteractionsand

reducingsafety-criticalhumanerrors,safety-enhancingsystemfunctionscanbemade

straightforwardto achieveandunsafesystemfunctionsdifficult to achieve.Upstream

considerationspertainingto technologystrategy,managementpolicies,organizational

culture,andsystemdevelopmentprocessesmustbeweighedvia thenewholistic systems

accidentmodelto successfullydevelopthesysteminterfaces.

Levesonrecommendsthefollowing processfor designingasaferHMI: [2]

• Performasystemhazardanalysisto identifyhigh-risk tasksandsafety-critical

operatorerrors.

• DesigntheHMI with systemhazardsin mind.

• Performahazardanalysison thedesignto identify residualhazards.

• Redesignandimplement.

• Validatedesign.

• Establishinformationsourcesandfeedbackloops.

• Usefeedbackfrom incidentandaccidentreportsfor changesandredesign.

In additionto thePreliminaryHazardAnalysisperformedatthesystemlevel in the

beginningof this framework,anotherhazardanalysisshouldbeperformedon theHMI

itself. Analysisof potentialhazardsfor theHMI mustbedoneduringthedesignphaseof

theHMI, notafterits completion.Resultsfrom thishazardanalysisalongwith feedback

from otherresources(e.g.,accidentreports)shouldbefoldedbackinto theHMI design

andrefinedthroughthis iterativeprocess.
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As the next chapter will show, this holistic model-based framework for risk assessment

can be applied to real world, human-computer controlled system applications to achieve a

risk reducing, safety-conscious system design.
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Chapter 6

Case Study for Model-based Framework: MAPS

6.1 Overview

The case study presented in this chapter shows how the previously described model-based

framework can be applied to a particular system called the mobility and positioning

software (MAPS) system. As documented in Appendix C, MAPS controls a robot

intended to service the heat-resistant tiles on the Space Shuttle by positioning it under the

appropriate place under the spacecraft and by moving it around the hangar. The team of

Demerly, Hatanaka, and Rodriguez conducted the MAPS analysis and design effort for

this case study [27].

6.2 MAPS Needs and Goals

Based on the MAPS information provided in Appendix C, the customer need is for a

mobility and positioning so_ware system for a tessellator robot that can service tiles on

the Space Shuttle.

Employing the holistic systems accident model, the case study assesses the impact of

corporate strategy, business strategy, safety strategy, and functional strategy on the

development and operations of the MAPS system. Safety is the primary focus for this

case study. Thus, the system goal for the system architect in this case study is to design a

safe human-computer controlled system within which the tessellator robot can be

operated to accomplish the required tasks.
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6.3 Preliminary Hazard Analysis on System Functions

By analyzing the various MAPS system functions in Appendix C and evaluating the

system boundaries, the following system hazards were identified:

• Mobile base runs into object

• Robot does not deploy stabilizer legs when moving manipulator arm

• Mobile base moves with stabilizers down

• Manipulator arm hits something

The consideration of environmental conditions from the holistic systems accident model

directly resulted in the identification of PHA system hazards pertaining to the robot

hitting obstacles within the environment.

6.4 Fault Tree Analysis of System Function Hazards

A fault tree was constructed for each of the four top-level system function hazards

identified in the PHA. The top level system function hazard was decomposed into levels

representing intermediate causal events and repeated until bottom levels were reached

that signified the primary causes. At each level of the MAPS FTA, the holistic systems

accident model was applied to assess the impact of multilevel, upstream factors that could

potentially spawn hazardous system conditions or unsafe operator interactions.

Technology strategy (sensors), environmental conditions (gravitational factors, obstacles),

and human-machine interface design (feedback mechanisms) were some of the aspects

analyzed.
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FigureD-I Part I andPart2 in AppendixD showthefirst fault treefor thetop level

systemfunctionhazardof whenthemobilebaserunsintoanobject.MAPS logic errors

andmobilebaseoperationaldefectsweresomeof theprimarycauses(identifiedby

circlesat leafnodesin thefault tree)thatwerediscovered.

Thesystemfunctionhazardof therobotnotdeployingthestabilizerlegswhenmoving

themanipulatorarmwasinvestigatedin thesecondfault treein FigureD-2 in Appendix

D. Primarycauseswereattributedto plannererrors,sensorproblems,andMAPS logic

errors.Notethatnon-MAPSrelatedhazardeventswerenot furtherdecomposedin this

casestudy.

Thethird fault treein FigureD-3 in AppendixD illustratedthesystemfunctionhazardof

themobilebasemovingwithoutthestabilizerlegsdown.Sot_wareandsensorproblems

wereamongtheroot causes.

The system function hazard of the manipulator arm hitting something was analyzed in the

fourth fault tree in Figure D-4 in Appendix D. MAPS control problems and manipulator

arm errors were some of the basic causes for this hazard.

The following assumptions were made for the MAPS FTA:

• Non-MAPS related events are not further decomposed

• Planner controls Manipulator Ann

• Planner checks state of legs before moving arm
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• MAPSprocessesintended/actualpositiondata

• OperatoroverridesPlannercommands

• Operator/Plannercommandconflict resolvedin MAPS

6.5 Safety Design Constraint Identification for System Function Hazards

After analyzing data available from the PHA and FTA, the following initial safety design

constraints and requirements were identified for the system function hazards:

Design Constraint / Requirement

Mobile base shah not run into objects

• Mobile base shall move only when
commanded

• Mobile base shall stop when
commanded

• Mobile base shall move to correct

position

• MAPS shall help operator by providing

status information back to operator

• Mobile base shall avoid objects that

enter its path

Manipulator arm shall move only after

stabilizer legs have been deployed

• MAPS shall deploy legs before

manipulator arm moves

• MAPS shall not retract legs while

manipulator arm is moving

• Stabilizer legs must receive commands
from MAPS

System Function Hazard

Mobile base runs into object

Robot does not deploy stabilizer legs when

moving manipulator arm

Mobile base moves with stabilizer legs
down

Mobile base shah move only when

stabilizer legs are up

* Mobile base shall not move before

stabilizer legs are raised

• MAPS shall not deploy stabilizer legs

while mobile base is moving

• MAPS should be able to respond safely
to a conflict of order

Page 74 of 113



Manipulatorarmhits something Manipulator arm shah not hit other

objects

* Manipulator arm shall move only when
commanded

• Manipulator arm shall move only when

base is stopped

Mobile base shall not move without

manipulator arm stowed

System shall detect object moving into

path of manipulator ann

Through multiple iterations of refinement on the design constraints and requirements, the

final set of safety design constraints was established as shown in Appendix E. Using the

holistic systems accident model, design constraints were developed and validated against

industry regulations and standards. Assumptions were made with respect to core

competencies of the development team for the system and budgetary limitations for the

technology selection of robot components.

6.6 Mitigation Feature Assessment for System Function Hazards

For each of the safety design constraints and requirements identified, mitigation features

were assessed and resolved at the system level, inter-subsystem level, and individual

subsystem level. Applying the holistic systems accident model, the case study examined

essential upstream factors that included fail-safe strategies, operator culture, and interface

design in the creation of system mitigation features at the various system and subsystem

levels.
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6.6.1 System Level Mitigation

Fail-safe processing modules, design for controllability, elimination of specific human

errors, and monitoring were some of the system level mitigation features assessed.

In consideration of fail-safe processing modules, the following questions were posed:

• How can one create correct mechanisms that will allow the system to fail-safe in

case the sensors fail?

• How can one design the software so that it will be robust enough to assimilate all

of the limitations?

An emergency stop switch (i.e., "deadman switch") would be a key design requirement

for a fail-safe system. System level checks and sensor checks would allow for a safe

system design. The following sensor checks were considered essential:

• Check if the sensors are ready for operation.

• Check to see if the appropriate input is being provided.

• Check whether or not the output being generated is desired.

• Check for a threshold limit being reached.

• Check for an abnormal value.

With respect to design for controllability, the use of incremental control and intermediate

stages were key aspects that were analyzed. By utilizing an incremental control system for

the mobile base, the operator would be able to correct wrong positions, receive feedback

from the system, test the validity of hisdaer own mental model, and take corrective actions

before serious damage is done. At intermediate stages, MAPS should provide the operator
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with optionsin caseof failure.Designersshoulddeterminetheminimal setof functions

requiredfor reachingthesystemsafetystate.

Humanfactorsissuesfor thesystemwereexaminedin theattemptto eliminatesome

specifichumanerrors.Compatibilitybetweenthedisplayandrobotmotionwas

investigatedin termsof inside-outviewsandoutside-inviews.Stress,workload,and

trainingissuesaswell asfeedbacktypeswereconsidered.

Monitoringmechanismsandproblemdetectionwerealsodecideduponat thesystem

level. Audio andvisualalarms(e.g.,bells,lights)werefoundto be importantsystem

feedbackmechanismsin thesystemdesign.In orderto detectproblemsassoonas

possible,a goodcontrolsystemmustbeestablished.Somemitigationfeaturesincluded

implementingassertionsin positioning,velocity,andaccelerationaswell asdeploying

interlocksto assuresuccessin sequenceof events.

6.6.2 Inter-Subsystem Level Mitigation

For inter-subsystem level mitigation, both hardware and software interlocks were

proposed. Contact switches on the stabilizer legs as well as on the manipulator arms were

the key hardware interlocks between the subsystems. Software interlocks were required

for situations during mobile base movement and arm/leg deployment.

Page 77 of 113



6.6.3 Individual Subsystem Level Mitigation

The hardware subsystem and software subsystem needed mitigation features as well.

Hardware saturation on MAPS outputs, size/torque of hardware motors, passive braking

system, and subsystem "fail into" state were the hardware mitigation features. Software

assertions for expected values, software maximum limits, internal state models, and

verification/validation via redundant signals were some of the software mitigation

features.

For design constraints, mitigation features, and design tradeoffs, the system architect must

perform analysis at the system, inter-subsystem, and individual subsystem levels.

Appendix E contains a comprehensive design constraint and mitigation feature analysis

for MAPS. This MAPS design constraint analysis is segmented by the primary hazard

event with its corresponding safety design constraints and proposed mitigation features.

Some pertinent notes are also listed where applicable. The final section of the MAPS

design constraint analysis documents the system level checks and fail-safe scenarios.
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6.7 Human-Machine Interface Design for System Form

The design of the Human-Machine Interface (HMI) comprised of three primary

components: visual displays, operational controls, and system state indicators. These

components were structured in a control panel configuration as shown in Figure 6-1.

STATUS REPORT OF TASKS ACCOMPLISHED

l(
]r A'er'Mes' "e"J

OPERATOR ARM

STABILIZER LEGS

Figure 6-1: MAPS Control Panel Displaying the Plan View
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The case study incorporated the holistic systems accident model at this phase to properly

consider operator cognition, operator workload factors, feedback controls, interface

usability, and training requirements. Operator culture and emergency conditions were also

analyzed. The recognition of the causal factors from the holistic systems accident model

provides the motivation to set human-machine interface design goals to eliminate unsafe

system conditions and unsafe operator actions.

6.7.1 Visual Displays

Visual displays were designed to assist the operator in controlling the robot with respect

to positioning and velocity. The following two views were considered essential:

• Camera view

• Plan view

The camera view would be the image from a camera mounted on the robot. This view

would show the operator what is in front of the robot, giving the operator the perspective

of being on the robot while driving. This view would eliminate the issue of command

confusion when the robot is driving toward or when the robot is driving away from the

operator because the operator would have the perspective of the robot. Obstructions

between the operator and the robot would also be detectable through the camera view.

The plan view would provide a top/plan view of the robot with respect to its environment.

In this view, the objects detected by the collision avoidance system would be displayed.

In addition, the present trajectory of the robot would be displayed on the screen to show
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wheretherobotwouldbemovingin relationto theotherobjects.Baseduponthis

information,therelativerisk of collisionwith theobjectscouldbeassessedandthe

appropriatealarmscouldbeenabled.

Thecameraview andplanview woulddisplaymuchof thesameinformationbut in

differentformatsandfromdifferentsourcessuchthattheycouldbeusedto confirmeach

other.Bothviewswouldprovideinformationin easilyunderstandableformatsthatfollow

normsandstereotypes.

6.7.2 Operational Controls

Three operation mode buttons would be available to control the mode of the robot:

• OPERATOR button

• PLANNER - STATIONARY button

• PLANNER - MOBILE button

The rationale for these buttons was to maintain active, manual involvement for the

operator during robot operations and to provide for fail-safe transitions between operation

modes. The normal operator procedures would be as follows:

1. The operator presses the OPERATOR button and then uses the joystick to

position the robot to the desired starting location.

2. Once the robot is at the desired location, the operator presses the PLANNER -

STATIONARY button to indicate that the Planner can start executing the

programmed tile tasks while stationary at the current location.
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3. After theprogrammed,stationarytasksfor thecurrentlocationhavebeen

completed,theoperatorpressesthePLANNER- MOBILE buttonto indicate

to thePlannerthatMAPSmovetherobotto thedesignatedpositionfor the

nextsetof programmedtile tasks.

4. Repeatfrom Step2 until all programmedtile taskshavebeencompleted.

5. Finally,theoperatorpressestheOPERATORbuttonandswitchesbackto

usingthejoystick to maneuvertherobotto thedesiredfinal destination.

6.7.3 System State Indicators

Two mechanical status indicators would provide information regarding the current

positions of the arm and legs based on feedback from sensors. The arm status indicator

would display the arm in either the stowed position or the extended position. The leg

status indicator would display the positions of both legs, either in the extended or

retracted positions. Software interlocks would be implemented to detect and provide

warnings for potentially hazardous combinations of arm and leg movements.

Hardware interlocks have been designed on both the arm and the legs. The power supply

for the legs would go through a contact switch on the arm. Since the arm should be

extended only if the legs are down, the contact switch has been designed to close when

the arm is stowed. Therefore, the legs could be raised only when the arm is down (switch

would be closed). The power supply for the arm would go through the contact switches
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on thelegs;thus,if the legswereup, thecontactwouldbebrokenandthearmcouldnot

beextended.

Dials weredesignedinto thecontrolpanelto communicate the physical representation of

the ann and legs to the operator. Because man can easily detect change in patterns, the

operator would have the means to detect error scenarios if the arm falls or the legs change

position.

In the case of emergency situations, the operator would be warned of any discrepancies

found between the states of the software and hardware interlocks by a distinguishable _

alert and a warning message on the control panel. The warning message would attempt to

explain the root cause of the problem and provide a recommended action to resolve the

problem (e.g., hit the emergency stop button). This design accounted for allowing the

proper amount of time for the operator to react and take the proper steps to reach problem

resolution. The operator could view a log of the tasks accomplished and review pertinent

historical data.

6.7.4 Training

Training sessions would be crucial to the proper usage of this human-machine interface.

Since components of the control panel have been explicitly designed for active operator

interaction, training sessions would focus on the subtleties of the operating procedures,

overall MAPS system functions, design rationale for user interface components, and

potential hazards that could arise during operations. The safety aspects of the HMI design
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andgeneralstrategiescoveringvarioushazardscenarioswouldbeaddressed.Hands-on

testsundernormalandhazardousconditionswouldbepartof acertificationprogramin

orderfor operatorstobeallowedto utilize thishuman-machineinterface.

6.7.5 Human-centeredApproach

Thedesignof theHMI musttakeahuman-centeredapproachto ensuresafeoperations.

TheHMI designedby anotherteamgiventhesamesetof MAPSrequirementsresultedin

thedesignin AppendixF.TheHMI in AppendixF is far morecomplexandconfusing

thantheHMI presentedin Figure6-1.Thelessonlearnedis thatsuccessfulHMI design

mustincludeahuman-centeredapproachin definingintuitive, understandableinterfaces

with low complexityandsufficientamountof feedbacksuchthattheoperatorcan

performhis/hertaskseffectivelyandconfidently.
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Chapter 7

Conclusions

7.1 Thesis Conclusions

This thesis presented a new systemic model-based framework to assess and reduce risk in

human-computer controlled systems. In order to understand the basis for accidents in

today's complex systems, this thesis initially investigated the root causes of recent

accidents such as the Ariane 5 launcher explosion, the Titan IVB Centaur failure, the

Mars Climate Orbiter mishap, and the Mars Polar Lander mission failure.

As the significance of the root causality of accidents was reinforced, traditional risk

assessment approaches were studied to survey the existing methodologies and techniques

with respect to analyzing risk factors and estimating risk. Cost-benefit analysis, decision

analysis, probabilistic risk assessment, and human reliability analysis were among the

formal mechanisms examined that aid the decision making process for risk evaluation and

risk aversion.

In order to understand accidents that have occurred, several classic accident models were

explored and evaluated in terms of their underlying theories and ultimately their

applicability to today's complex human-computer controlled systems. In estimating future

risk, most of the traditional accident models presented focused on individual component

failure events/conditions as the causality of accidents. However, the systems models

provided a more comprehensive approach by focusing more on the perspective of
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componentinteractionsandsystemprocessescontributingto systemexecution as a whole

rather than isolating failures within components.

A new holistic systems accident model and framework were proposed to improve one's

ability to assess and reduce risk in the design, development, and operations of complex

human-computer systems. The impetus for this model-based framework was to identify a

comprehensive set of risk factors early in the system design process by considering

systemic influences, system attributes, and system processes.

By integrating this framework's top-down Preliminary Hazard Analysis methodologies in-

the system design process, one can design safety into the entire system. The new holistic

system accident model-based framework concentrates on solidifying the upstream

processes to maximize benefits downstream.

The Fault Tree Analysis step in this framework facilitates functional decomposition for

system function hazards within a complex system. This technique allows one to divide

complex problems into simpler, more manageable problems so that these simpler

problems can be tackled in a focused manner to eventually reveal root causal factors.

Through the new view of system accidents, one can comprehensively consider multiple

hierarchical levels in determining accident causality.

Another key aspect of this framework is in the identification of design constraints and

mitigation features for improved risk management. Establishing the appropriate system
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boundsfor systemfunctionhazardsandthecorrespondingmitigationstrategyis an

essentialupstreamprocess.Rasmussensharesthissystemicview pertainingto the

significanceof constraintidentificationin managingrisk whenhestates:

"Themostpromisinggeneralapproachto improvedrisk management

appearsto beanexplicit identification of the operational constraints

of the work space, efforts to make these constraints - the boundaries -

visible to the actors and to give them opportunity to learn to cope with

these boundaries. In addition to improved safety, making boundaries

visible may also increase system effectiveness in that operation close

to known boundaries may be safer than requiring excessive margins

which are likely to deteriorate under pressure." [29]

The final step in this framework is to design the human-machine interface to produce the

system form. The manner in which the human-machine interface is designed has a

significant impact on the functionality, usability, integrability, complexity, and scalability

of a system. System elements are connected at the interfaces to achieve functionality that

is greater than the sum of the parts. Well-defined, human-centered interfaces will lead to

lower system complexity and reduced risk for accidents. System performance and safety

will be maximized through system and subsystem interfaces developed holistically

through the new view of system accidents.

The MAPS case study showed how this system accident model-based framework for risk

assessment could be applied to a real world system. The identification and evaluation of
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MAPS systemfunctionhazards,rootcauses,designconstraints,andmitigationfactors,

alongwith aviableMAPS human-machineinterface,substantiatethebenefitsof

assimilatingthis frameworkinto theupstreamsystemdesignprocesses.

Rapidgrowthin technologytodayis alteringtheway in whichcomplexsystemsmustbe

designedandoperated.Levesonstatesthat"new technologyandnewapplicationsof

existingtechnologyo_enintroduce'unknownunknowns'(sometimesreferredto as

UNK-UNKS)" [2]. The systems model-based framework proposed in this thesis will

reduce the risk of known as well as unknown accident factors in complex systems by

adhering to systemic design principles and processes. With the holistic systems accident -

model, the framework will identify root causal factors and detect potentially detrimental

aspects in design decisions and assumptions, organizational culture, management

policies, regulations, technology strategy, and system development processes before they

lead to accidents. The knowledge gained from the upstream influences and drivers is

infused throughout the system design process and is reflected in the resultant system.

Capitalizing on upstream wisdom and leveraging holistic systems thinking are critical

ingredients in the advancement of risk assessment and risk reduction methodologies to

address the mounting challenges of complex human-computer controlled systems that

exist today and that will exist in the future. As theoretical physicist David Bohm once

aptly stated:

"Man's general way of thinking of the totality ... is crucial for overall order of

the human mind itself. If he thinks of the totality as constituted of independent
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fragmentsthenthatis howhismind will tendto operate,but if hecaninclude

everythingcoherentlyandharmoniouslyin anoverallwholethat is undivided,

unbroken... thenhismind will tendto movein a similarway,andfrom this

will flow anorderlyactionwithin thewhole." [30]

7.2 Future Research

This thesis contributed the initial phase of research in establishing a new, model-based

framework for risk assessment in human-computer controlled systems. Further phases

would entail the incorporation of additional cognitive human error model methodologies

and further reflection of modern organizational theory about accidents. Other

considerations would encompass multiple cognitive models (for a complex system with

multiple control points) and devising new systemic hazard analysis approaches within the

framework.

Another phase would be an in-depth demonstration and evaluation of the new framework.

One approach for evaluating the framework would involve the application to accidents of

which causality has been determined. An analysis would be made between the causal

factors determined from the accident and the causal factors resulting from applying the

framework.

A subsequent phase would involve the experimental application to other real systems.

Further case studies would apply the framework to appropriate real systems and assess the

findings for framework validation and enhancement.
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Appendix A

Ariane 5 Analysis of Failure: Chain of Technical Events

Based on the extensive documentation and data on the Ariane 501 failure made available

to the Board, the following chain of events, their inter-relations and causes have been

established, starting with the destruction of the launcher and tracing back in time towards

the primary cause.

• The launcher started to disintegrate at about H0 + 39 seconds because of high

aerodynamic loads due to an angle of attack of more than 20 degrees that led to

separation of the boosters from the main stage, in turn triggering the self-destruct

system of the launcher.

• This angle of attack was caused by full nozzle deflections of the solid boosters and the

Vulcain main engine.

• These nozzle deflections were commanded by the On-Board Computer (OBC)

software on the basis of data transmitted by the active Inertial Reference System (SRI

2). Part of these data at that time did not contain proper flight data, but showed a

diagnostic bit pattern of the computer of the SRI 2, which was interpreted as flight

data.

• The reason why the active SRI 2 did not send correct attitude data was that the unit

had declared a failure due to a software exception.

• The OBC could not switch to the back-up SRI 1 because that unit had already ceased

to function during the previous data cycle (72 milliseconds period) for the same

reason as SRI 2.

• The internal SRI software exception was caused during execution of a data

conversion from 64-bit floating point to 16-bit signed integer value. The floating

point number which was converted had a value greater than what could be represented

by a 16-bit signed integer. This resulted in an Operand Error. The data conversion

instructions (in Ada code) were not protected from causing an Operand Error,

although other conversions of comparable variables in the same place in the code

were protected.

• The error occurred in a part of the software that only performs alignment of the strap-

down inertial platform. This software module computes meaningful results only

before lift-off. As soon as the launcher lifts off, this function serves no purpose.

• The alignment function is operative for 50 seconds after starting of the Flight Mode of

the SRIs which occurs at H0 - 3 seconds for Ariane 5. Consequently, when lift-off

occurs, the function continues for approx. 40 seconds of flight. This time sequence is

based on a requirement of Ariane 4 and is not required for Ariane 5.

• The Operand Error occurred due to an unexpected high value of an internal alignment

function result called BH, Horizontal Bias, related to the horizontal velocity sensed by

the platform. This value is calculated as an indicator for alignment precision over

time.
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Thevalueof BH wasmuchhigherthanexpectedbecausetheearlypartof the
trajectoryof Ariane5 differsfrom thatofAriane 4 andresultsin considerablyhigher
horizontalvelocityvalues.

TheSRIinternaleventsthatledto thefailurehavebeenreproducedbysimulation
calculations.Furthermore,bothSRIswererecoveredduringtheBoard'sinvestigationand
thefailurecontextwaspreciselydeterminedfrommemoryreadouts.In addition,the
Boardhasexaminedthesoftwarecodewhichwasshownto beconsistentwith thefailure
scenario.Theresultsof theseexaminationsaredocumentedin theTechnicalReport.

Therefore,it isestablishedbeyondreasonabledoubtthatthechainof eventssetoutabove
reflectsthetechnicalcausesof thefailureof Ariane501.

Source:[3]
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Appendix B

Mars Climate Orbiter Analysis of Failure: Root Cause and Contributing Causes

The Board recognizes that mistakes occur on spacecraft projects. However, sufficient

processes are usually in place on projects to catch these mistakes before they become

critical to mission success. Unfortunately for MCO, the root cause was not caught by the

processes in-place in the MCO project.

A summary of findings, contributing causes and MPL recommendations are listed below.

These are described in more detail in the body of this report along with the MCO and

MPL observations and recommendations.

Root Cause: Failure to use metric units in the coding of a ground software file, "Small

Forces," used in trajectory models

Contributing Causes: 1. Undetected mismodeling of spacecraft velocity changes

2. Navigation Team unfamiliar with spacecraft

3. Trajectory correction maneuver number 5 not performed

4. System engineering process did not adequately address transition

from development to operations

5. Inadequate communications between project elements

6. Inadequate operations Navigation Team staffing

7. Inadequate training

8. Verification and validation process did not adequately address

ground software

MPL Recommendations:

Q Verify the consistent use of units throughout the MPL

spacecraft design and operations

• Conduct software audit for specification compliance on all data
transferred between JPL and Lockheed Martin Astronautics

• Verify Small Forces models used for MPL

• Compare prime MPL navigation projections with projections

by alternate navigation methods

• Train Navigation Team in spacecraft design and operations

• Prepare for possibility of executing trajectory correction
maneuver number 5

• Establish MPL systems organization to concentrate on

trajectory correction maneuver number 5 and entry, descent and

landing operations

• Take steps to improve communications

• Augment Operations Team staff with experienced people to

support entry, descent and landing
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• Train entire MPL Team and encourage use of Incident,

Surprise, Anomaly process

• Develop and execute systems verification matrix for all

requirements

• Conduct independent reviews on all mission critical events

• Construct a fault tree analysis for remainder of MPL mission

• Assign overall Mission Manager

• Perform thermal analysis of thrusters feedline heaters and

consider use ofpre-conditioning pulses

• Reexamine propulsion subsystem operations during entry,

descent, and landing

Source: [6]
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Appendix C

Mobility and Positioning Software (MAPS)

Description:

MAPS (Mobility and Positioning Software) is part of a tessellator robot system designed

to service tiles (the thermal protection system) on the Space Shuttle I .

The Orbiter is covered with several types of heat resistant tiles that protect the orbiter's

aluminum skin during the heat of reentry. While the majority of the upper surfaces are

covered with flexible insulation blankets, the lower surfaces are covered with silica tiles.

These tiles have a glazed coating over soft and highly porous silica fibers. The tiles are

95% air by volume, which makes them extremely light but also makes them capable of

absorbing a tremendous amount of water. Water in the tiles causes a substantial weight

problem that can adversely affect launch and orbit capabilities for the shuttles. Because

the orbiters may be exposed to rain during transport and on the launch pad, the tiles must

be waterproofed. This task is accomplished through the use of a specialized hydrophobic

chemical, DMES, which is injected into each and every tile by the robot. There are

approximately 17,000 lower surface tiles covering an area that is roughly 25m x 40m.

The tessellator robot also inspects the tiles. During launch, reentry, and transport, a

number of defects can occur on the tiles. These defects are evident as scratches, cracks,

gouges, discoloring, and erosion of surfaces. The tiles are examined for such defects to

determine if they warrant replacement, repair, or no action. The typical procedure

involves visual inspection of each tile to see if there is any damage and then assessment

and categorization of the defects according to detailed checklists. Later, work orders are

issued for repair of individual tiles.

The robot inspects each tile and injects a toxic waterproofing chemical, which prevents

the lightweight, silica tiles from absorbing water. Because there are so many tiles,

Tessellator divides or tessellates, its work area among uniform work spaces, inspecting

tiles in each area with as little overlap between work spaces as possible.

Before each inspection shift, a supervisor enters instructions into Tessellator about shuttle

position and inspection sequence via an off-board computer, the Workcell Controller.

Tessellator then uses a rotating laser to position itself under the shuttle; the robot's

camera locates the exact tile to be inspected. Because the shuttle's belly is not fiat,

Tessellator customizes its upward movement to each tile: Two vertical beams on either

side of the robot raise the manipulator arm, which holds the injection tools and camera; a

smaller lifting device raises the arm the rest of the way.

1The robot was designed as a research project in the Robotics Dept. at CMU. This

specification was derived from one that students pursuing a master's degree in CS created

for a project at the SEI. Changes have been made from the original specification in order

to satisfy different goals.
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By comparingthecurrentstateof eachtile with thestateof thetile atprevious
inspections,Tessellatorcharacterizesanomaliesin tilesascracks,scratches,gouges,
discoloring,or erosion.Therobotalsoindicateswhenit is unsurewhatis wrongwith a
tile, sothesupervisorcanreanalyzethetile onthescreenof theWorkcellController.At
theendof a shift, Tessellator'supdatedtile informationis enteredinto existingNASA
databases.

On board,a computercontrolsTessellator'shigh-levelprocessingtaskswhile a low-level
controllerandamplifiersdirectarmandwheelmotions.Two morecomputerscontrolthe
robot'svisionandinjectionsystems.If anythinggoeswrong- risingcompartment
temperatures,low batterylevel,or otherchanges- safetycircuitswill shuttherobot
down,andTessellatorwill correcttheproblem.

MAPS(themobility andpositioningsoftware)issuesmovementcommandsto themotor
controller,which controlsthemobilebaseof therobot.MAPS in turn is controlledeither
bytheoperatoror anon-boardcomputercalledthePlanner.Theoperatorcontrolsrobot
movementandpositioningby providingMAPSwith a specificationof thedestinationand
route.

Thetessellatorrobot isunstablewhenthemanipulatorarmis extended,sostabilizerlegs
areusedto providestability.Theselegsmustberetractedwhentherobotis in motion.
MAPS isresponsiblefor controllingthestabilizerlegs.

At thebeginningof ashift, theTessellatoris downloadedajob. Thejob consistsof a
seriesof filesdescribingtile locations,sequences,targetIds,orbiterparking
measurements,etc.Thejob is createdontheWorkcellController,anoff-board
workstationthatis usedto createjobs andupdateotherNASA databasesaftertherobot
uploadsdatagatheredduringthecourseof theshitS.Thisdataincludestile images,
recordsof tiles injectedor inspected,andotherpertinentjob data.In addition,robotstatus
datais usedto monitorrobotoperation.

Environment Issues:

The work areas can be very crowded. The robot must negotiate jackstands, columns,

workstands, cables, and hoses. In addition, there are hanging cords, clamps, and hoses.

Because the system might cause damage to the ground obstacles, cable covers are used

for protection and the robot system must traverse these covers.

Source: [26]
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Appendix D

MAPS Fault Tree Analysis

Figure D-1 to Figure D-4 are the work products from the Fault Tree Analysis performed

on MAPS hazard events.

Source: [27]
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